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Images courtesy of  “Kernel Pooling 
for Convolutional Neural Networks” 
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What is Higher-order?─Signal Perspective 
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Higher order enhances non-linear 
modeling capability 
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Why Higher-order? 
Hand-crafted Features 

Learned Features 
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Higher-order moments can  
better characterize  
real-word distributions 



Global average pooling 

Why Higher-order? 
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Context of the scene 
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3rd-order moment 
or direct distribution 
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